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Solutions to tutorial exercises for stochastic processes

T1. (a) (Gl): D(L) is a vector space closed under multiplication. We can use the Stone-
Weierstrass theorem to show that D(L) is dense in Cy(R).

(G2):Let A >0, f € D(L) and g = f — 3 f". If inf, f(z) = 0 we have

A

S@) =0 = inf ().

Now suppose inf, f(z) < 0. Then there exists an zg with f(x¢) = inf, f(z) and
f"(x9) > 0. We find

inf g(x) < lim f(z) -

i g(a) = Flan) = 5" (a0) < Fla) = inf F(z).

(G3):Let A > 0 and let g € Cy(R). We have to find f € D(L), such that f—\f" = g.
This differential equation can be solved with classical means. However, instead we
guess a solution of the equation and verify that it is correct. Let pu = % Consider
the resolvent of the Brownian motion semigroup: let f := uU,g given by (see (c))

flx)=pn /R \/1276@'”'9@)611/

= —V2u(z—y) —2u(y—x)
= u/ eV 9(y)dy + u/ e 9(y)dy.
oo V21 = V2

We can compute the derivative of f:

f(x)=—p /_ e VI g(y)dy + \/LQ—MQ(@ + / e VU g(y)dy — \/%—ug(x)

= —p / e VI g(y)dy + p / e VAT g(y)dy.
And the second derivative:
F(x) = py/2p / e Ve g(y)dy — pg(x) + p / e VA=) g(y)dy — pg(x)

=207 f(x) — 2ug(x).
So that

g~ =5 f" ==L
So g € R(I — AL).

(G4): Let A > 0 and consider f,(x) = exp <—%> Define g, = f, — 3f,. Then

f
fn€D(L) for all n € N, f,(x) — 1 pointwise for all z € R and g, (z) — 1 pointwise
for all z € R. Furthermore sup,, ||g,| < oo.
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(b) Let T;f(z) := E* f(B;) be the Brownian motion semigroup. We will show that

'T;Ef_f_l "

t 2
T,f(x) = B* f(By) = E°[f(x + VIBy)].

We use a Taylor approximation of f around x so that for some £ dependent on x,t
and B; we have

t]o.

We can write

T,f(z) — f(z) = E°[f(z + VIB)) — f(x)]
= f'(x)E°[ViB] + EO [f”<£> il

= %t/Rf”(E)y%(y)dy,

where ¢(y) = f exp (——) We have | — x| < v/t|y|. Therefore by uniform conti-

nuity of f” it holds that

sup |[f"(&) — f"(x)] =0 as t—0.

We conclude

th(x) B f(x) 1 "
T W

1
= —su
o P

Ag%@—ﬂmw%@mﬂ

< / sup | F(6) — f(@)|y6(y)dy -0 as t10,
R =

sup
x

by the dominated convergence theorem.

(c) Let f € Cy(R), we can write

2
e 2tdz

EN@ZWU@MZEW@+&H=/f@+@JL-

27t

_(z— y)
/ fly dy.
Hence, for a > 0:

At RY

where we used Fubini’s theorem to exchange the integrals. We have

dtdy,

(x—y)? o — g\
—Ozt—2—t— (\/a——ﬁ) +\/%]x—y],



so that

o o2 e—V2alz—y| _ 2
/ e—ot=U5 gy — / ”—exp ( |x y|> dt.
o V2mt \/Q_t

It remains to show that

[ (- () e

We use the change of variables

g lr =yl
' 20t

s S e (— (vai- |x¢_2_ty‘>z> at —

|z —yl? 25 |z —y| ?
_ _(r=u ds.
/0 oz @ p—E exp R Vas s

The exponential on the left and right hand site of the above expression are the same.
Therefore

[ oo (- (=B o [ e (- (- 25 )
- e <_ (5 “O‘_>> "
(e () )
O E) () )

d [z —yl\ _ Va | [z—y
&@a‘ \/2_t>_2\/f+2\/2_t3’

so by another change of variables

/ \/:exp< ( \x\/;_ty\) >dt—%/owexp(_02)dg_%_l_

so that

Note that




T2. Define the Feller process X; = at + vbB;. Let ¢(y) = \/%exp (—%) Then for all
fe{feC(R)|f,f"e Co(R)} we have

Tif(z) — f(z) = B [f <at + \/5&) - f(xﬂ
=E° [f <:L‘+at+ \/EBl) — f(a:)} :
We can use a Taylor approximation of f around x to get

Tof () — F(x) = /@B lat + VBB + B2 [ 7/(6) at + VBB,V

= F@at+ [ 1€t + Vi) o)y

for some ¢ dependant on z,y and t with |¢ — z| < |v/bty + at|. Therefore by uniform
continuity of f” we have

sup |f"(&) — f"(z)| =0 as t—0.

We will now show that X; has generator af’ + %f”:

sup |5 (11(0) = 1(0)) = af'(a) = 3"(2)| =
swp |5 [ £@atomay + oV [ £©uody + 3 [ (7€) = Fa)sonay

b
< S@ "1+ VBV [ oy + 5 [ swls(©) - @l oy
R R =«
—0 as t—0,

where we use the dominated convergence theorem for the convergence of the last term.
So it follows that the generator of X; is £ and that £ is a probability generator. The
operators T; form the corresponding probability semigroup.

T3. (a) We say that a process X is stationary if X; ~ p (under P*) implies Xy ~ p for all
t,s. Suppose X; ~ u, then

B*f(X) = [ fdu
The new definition of stationary now says that
[ Turdn= [ rau=Esx,),
On the other hand
[ Turdn = [ B (X n(de) = BB FOX) = B (X

So
E*f(X¢) = E* f(Xets),

which is the old definition of stationary if we take indicator functions for f.
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(b) Suppose p is stationary, so [ T;f — fdu = 0. Then for all ¢ > 0 we have
T.f — T.f —
’/ﬁfd,u’:‘/ﬁf— tft fd,u‘SHEf—#H —0 as t]0.

Now suppose [ Lfdu = 0. We now have

/th—fdu://Ot%Tsfdsdu://otﬁTsfdsdu:/Ot/£Tsfd,uds:0,

where we used Fubini’s theorem in the last step.




